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The Threat Landscape
“The sky above the port was the color of television tuned to a dead channel”
- William Gibson, Neuromancer

















Initial Injection
“This Snow Crash thing – Is it a virus, a drug, or a religion?”
- Neal Stephenson, Snow Crash
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Jailbreaking 
Examples

• System Prompt
• DAN (Do Anything Now)/SAN 

(Say Anything Now)
• Positive Reinforcement
• Opposite Day
• Act as a Terminal







Indirect Prompt Injection

• Can come from any attacker-controlled input
• Websites
• Files
• Images





Defenses

• Currently no one robust 
defense against prompt 
injections, but these will help:
• Strong system prompt
• Guard rails (NeMo)
• AI Firewalls





Garak
• Open source vulnerability scanner
• Automated scanning
• Connectivity with various LLMs
• Self-adapting capabilities
• Wide range of scanning plugins



Defense Evasion
“You never understood games. Maybe that’s why the world was such a mystery 
to you.”
- Daniel Suarez, Daemon



Evasion techniques

• Encoding
• Compression
• Obfuscation
• Emojis 

• Unicode



Execution / Privilege Escalation
“You can prove anything you want by coldly logical reason – if you pick the 
proper postulates.”
- Isaac Asimov, I, Robot
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Insecure Plugin Design

• Plugins or extensions are tools 
that add functionality to the 
GPT agent
• Web browsing
• File interaction (Read/Write)
• Database interaction 

(Read/Write)
• Code execution services
• Etc.

Excessive Agency

• Occur when LLM 
tools/plugins/extensions do 
not follow the principle of least 
privilege
• Unrestricted read/write access
• Backend systems fail to filter 

input from LLM
• Extra user role or identity 

permissions
• Actions without user 

confirmation



Impact
“He burned down half the city just to prove he was right, and burned down the 
other half just for fun”
- Cyberpunk 2077





Insecure Output Handling

• The generative AI model is a bit of a wildcard
• User controlled input can control LLM output
• Attacker controlled input can control LLM output

• For this reason, we need a two-way trust boundary between the 
LLM and everything else
• Filter information coming from LLM to user (XSS, markdown exfiltration)
• Filter information coming from LLM to backend systems (SSRF, code 

execution, SQLi, etc.)



Sensitive Information Disclosure

• Generative AI cannot keep secrets
• There is (almost) always a way to reveal sensitive information, including 

system prompt

• If the AI has access to backend data, assume the user does too



Overreliance

• You wouldn’t use a 10 year old to guard a bank vault – they love 
cookies too much

• We’ve seen several examples of where generative AI can go wrong, 
keep tabs on it
• Verify factual accuracy of output
• Keep a human in the loop
• Augment your thinking, do not outsource your thinking
• Deploy content filters, guardrails, and strong meta-prompts



Recap
“You don’t make a name as a cyberpunk by how you live.”
- Cyberpunk: Edgerunners





Thank You!

Sources: https://github.com/NetsecExplained/Attacking-and-Defending-Generative-AI

Gavin Klondike
Twitter - @GTKlondike

YouTube - Netsec Explained

Email – GTKlondike@gmail.com
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